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ABSTRACT

Users of social platforms often perceive these sites as supportive
spaces to post about their mental health issues. Those conversations
contain important traces about individuals’ health risks. Recently,
researchers have exploited this online information to construct
mental health detection models, which aim to identify users at risk
on platforms like Twitter, Reddit or Facebook. Most of these mod-
els are centred on achieving good classification results, ignoring
the explainability and interpretability of the decisions. Recent re-
search has pointed out the importance of using clinical markers,
such as the use of symptoms, to improve trust in the computa-
tional models by health professionals. In this paper, we propose
using transformer-based architectures to detect and explain the
appearance of depressive symptom markers in the users’ writings.
We present two approaches: i) train a model to classify, and an-
other one to explain the classifier’s decision separately and ii) unify
the two tasks simultaneously using a single model. Additionally,
for this latter manner, we also investigated the performance of
recent conversational LLMs when using in-context learning. Our
natural language explanations enable clinicians to interpret the
models’ decisions based on validated symptoms, enhancing trust
in the automated process. We evaluate our approach using recent
symptom-based datasets, employing both offline and expert-in-the-
loop metrics to assess the quality of the explanations generated by
our models. The experimental results show that it is possible to
achieve good classification results while generating interpretable
symptom-based explanations.
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1 INTRODUCTION

Mental health is a crucial component of overall health and well-
being. The most recent figures estimate mental disorders prevalence
in adults over 20% [48]. The World Health Organization (WHO) es-
timates that approximately 332 million people globally are affected
by depression [50]. Early intervention in mental disorders is crucial
in mitigating their impact, especially for young individuals [54].
However, due to the stigma associated with depression, more than
60% of individuals with the condition do not seek professional sup-
port [21]. To address this problem, computational researchers have
a growing interest in assisting in the early detection and diagnosis
of depression, thereby mitigating its societal impact [14].

In this scenario, researchers have found that the writings posted
by individuals on social media platforms are valuable evidence
for looking for early signs of depression. Individuals experiencing
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depression find comfort in expressing their thoughts and emo-
tions on these platforms, motivated by factors such as privacy
or anonymity [9]. Consequently, social media provides a comple-
mentary opportunity to access valuable information about individ-
uals’ state of mind beyond traditional professional therapy. The
combined use of computational linguistic techniques and the vast
amount of data from social networking has led to significant ad-
vancements in detecting signs of depression [59]. The field’s critical
nature motivated much effort in creating curated experimental
benchmarks [52, 79], which allowed the development and eval-
uation of many new predictive models. Traditional efforts used
engineered features such as word counts, posting activity or emo-
tion levels [8, 60, 75]. Due to the rise of transformer-based language
models, many researchers used these deep learning models as clas-
sifiers to identify users at risk of depression and similar disorders
in online environments [2, 5, 7].

However, researchers in this field do not plan to replace mental
health professionals but rather offer support to their work. Licensed
clinicians play a crucial role in validating the predictions made by
computational models and taking appropriate actions with indi-
viduals when necessary. Computational models may only be used
carefully to extend those professionals’ reach and facilitate their
workflow. The existing models, however, present many limitations
for achieving that goal [70]. One significant barrier is their lim-
ited ability to explain their predictions resulting in scepticism by
the professionals. Reliable interpretation of models’ decisions is
mandatory for professionals to understand and trust these models
and use them in their daily work [25]. One way to pursue that is
by designing new models incorporating trustworthy and reliable
explanations [19]. Following that path, recent research has explored
the utilization of symptoms collected from validated clinical ques-
tionnaires. Most of these proposals, in the field of depression, used
the markers from the Beck Depression Inventory-II (BDI-II) [4] or
the 9-Question Patient Health Questionnaire (PHQ-9) [30], which
encompass a range of depressive symptoms such as irritability, pes-
simism or sleep problems. The utilization of such symptom markers
has been shown to improve the explainability, generalization and
overall performance of depression detection models [45, 55, 76, 77].

With that motivation, we aim to develop models that categorise
whether or not social media posts exhibit validated depressive symp-
toms. Accurately detecting symptom information along a user’s
vast amount of writing is the first step in developing explainable
depression detection models. We go beyond classifying posts for
depressive symptoms by providing a explanation for the decisions.

The terms ‘interpretability’ and ‘explainability’ can be challeng-
ing to define in our specific context, as there is some discrepancy in
previous literature. Some authors use these terms interchangeably,
referring to the ability to explain or present systems in a manner



understandable to humans [17]. However, other authors consider
them as distinct concepts. In this perspective, interpretability re-
lates to the system’s capacity to be understood by humans, while
explainability encompasses being true to reality [39]. In our work,
we adopt a simple definition: interpretability/explainability refers
to the extent to which humans can understand the reasons behind
a decision [40].

In this paper, we introduce a text-to-text pipeline designed to
achieve two main objectives: classifying the relevance of social
media publications to depressive symptoms and providing expla-
nations for the classification decisions. To implement this pipeline,
we explore the effectiveness of state-of-the-art transformer-based
models. Figure 1 illustrates the two approaches considered: Part
a) employs text-to-text models that perform classification and ex-
planation simultaneously. Part b) corresponds with two-step ap-
proaches, utilizing separate models for classification and expla-
nation. Additionally, we evaluate the capabilities of recent Large
Language Models (LLMs) utilizing recent conversational models
such as GPT-3.5 Turbo [49] and Vicuna-13B [12]. We utilize two
datasets, PsySym [76] and BDI-Sen [53], for model training and eval-
uation. These datasets consist of short sentences from social media
posts associated with depressive symptoms. As we will discuss later,
these sentences can be used as explanations for a post to explain its
relevance to a symptom. To assess the quality of the generated expla-
nations, we employ a combination of offline and expert-in-the-loop
metrics. The experimental results demonstrate the effectiveness of
our methods. By prioritizing explainability, our approach bridges
the gap between automated predictions and human understanding,
facilitating more informed clinical decision-making!.

Our study aims to address the following research questions: RQ1
Can we train transformer-based models to accurately classify the
presence of depressive symptoms in social media posts, while pro-
viding explanations for their decisions? RQ2 How many training
examples, i.e. hand-labelled posts by domain experts, are needed to
generate good explanations? RQ3 Does a unified model, designed
for both classification and explanation, significantly differ in per-
formance from using two separated models trained for each task?
RQ4 How do recent conversational LLMs perform in detecting and
explaining the presence of depressive symptoms in social media
content?

2 RELATED WORK

Social media data has gained increasing attention for developing
depression detection models in recent years [13, 22, 63]. The eval-
uation results of those methods show promising accuracy num-
bers [2, 5, 7, 59, 72]. Such platforms offer an opportunity to identify
disorders at an early stage [62], a step that is crucial to reduce
negative impacts and their associated costs [23, 54].

However, depression detection field still needs to overcome the
cross-cutting problem of many machine learning applications: ex-
plainability. There are two common approaches when explaining
models’ decisions. On the one hand, we may use intrinsically ex-
plainable models, such as decision trees or linear models [20]. On
the other hand, we can opt for model-agnostic, typically post hoc,

1Our implementation is available at: coming soon.
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explainability methods [58, 66], which can be applied to any su-
pervised machine learning model, regardless of its architecture.
Moreover, the explanations can be local or global. Local explana-
tions focus on individual decisions, allowing users to understand
why the model produces a particular decision [3, 57]. These local
explanations, such as LIME (Local Interpretable Model-Agnostic
Explanations) [57] and SHAP (Shapley Additive exPlanations) [36],
have already been used in the social psychology field [35, 46]. Alter-
natively, global explanations consider the whole machine learning
model behaviour and its predictions altogether [32, 37, 68]. Most
traditional detection methods used engineered features (e.g., word
counts or sentiment analysis) and based their global explanations
on feature importance metrics 8, 59]. These measures quantify the
impact of each feature on the predictions, providing insights into
the relative importance of each one.

With the rise of transformer-based models [69], researchers have
leveraged these models for sentence classification tasks to detect
signs of depression in social media users, achieving impressive
results in various experimental benchmarks [52, 79]. The encoder-
decoder architecture of transformers effectively captures contextual
information from input sequences and generates corresponding
output sequences. However, maintaining the contextual integrity
of each token in extensive texts presents a challenge. The attention
mechanism tackles this by allocating weights to tokens relative
to all others, allowing the model to focus on relevant parts of the
input. Prior works have explored the attention mechanism’s use as
an explainability tool [1, 42, 64]. Despite its utility, attention mecha-
nisms also have limitations, particularly in interpreting the weights
assigned to input features. There is an ongoing discussion in the
community about the utility of attention weights for interpretabil-
ity purposes, with some research advocating its benefits [67, 73],
while others point out its constraints [27, 61].

More recently, an alternative strategy for building interpretable
models has emerged: the use of generative natural language ex-
planations. This technique has several benefits: i) they are readily
comprehensible to end users, ii) human annotators can more easily
work with natural language, simplifying data collection, and iii) it
may be feasible to extract natural language explanations from large
datasets of domain-expert data, a promising prospect for future
research [11]. In this paper, our goal is to cross that bridge follow-
ing prior efforts in training text-to-text models in order to produce
natural language explanations for the depression detection problem.
To further enhance the interpretability for health professionals, we
ground all our explanations in clinical symptoms following the
BDI-II questionnaire. By formulating explanations in the format
of human-readable text, our method makes the model’s rationale
behind its predictions transparent to clinicians. This level of inter-
pretability is of critical importance to making informed decisions
for depression detection [70], promoting both the efficacy and the
trustworthiness of our models.

3 OUR PROPOSAL

Here we describe our proposal for producing explainable decisions
for depression symptom detection in users’ posts. The task is de-
fined as follows: given a user post, the model classifies it as either
indicative (positive) or non-indicative (negative) for depression
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Figure 1: Overall pipeline of our proposals for the classification and generation of natural language explanations for the
presence of depression symptom information in social media posts.

symptoms. A positive post implies that the post shows information
for the user on one or more of the 21 symptoms described in the
BDI-II questionnaire. Furthermore, we aim to explain the model’s
decision by generating natural language explanations, explaining
the reasons for a positive classification. We undertake this task in
two different manners: either as a single output (i.e. train together
classification plus explanation), or in two separate steps (i.e. classi-
fication followed by post hoc explanation). These two scenarios are
illustrated in Figure 1. Part a) is representative of the single-step
approach, explained in Subsection 3.2.1, while part b) corresponds
to the two-step approach, detailed in Subsection 3.2.2. If the pipeline
identifies a post as having potential symptom risk, it provides cor-
responding explanations. Looking at the Figure, we can see that the
explanations for the decision are feeling numb’ and ‘hate myself’.
Health professionals can then validate these explanations.

3.1 Explanations

Natural language explanation generation methods can be either
extractive or abstractive [10]. In the extractive case the model is
asked to point out the parts of the original text that led to the
decision. On the other hand, in the case of abstractive explanations,
the model is trained to explain the reasons for the decision in
a free format. We trained our methods for producing extractive
explanations that include token spans from the input text. We
decided to do so for data availability and because this approach
allows the calculation of overlap statistics concerning the ground
truth, thus providing a quantitative measure of explanation quality.
Another decision we adopted is to explain only the positive
decisions. The models do not explain when they decide there is
no trace of depression symptom markers. We decided to do so for
two reasons. First, the explanation of negative cases is considered
useless, as clinicians are concerned with positive cases. Secondly,
for extractive explanations, it should be some constant phrase like
"there is no evidence in the post about any depression symptom".

3.2 Finetuning Text-to-text Models

Raffel et al. [56] proposed the idea of transforming text-related tasks
to follow the sequence-to-sequence (seq2seq) format [65], which

is referred to as the text-to-text framework. This diverges from
conventional methods like BERT-based approaches, which train
models to yield a probability distribution over predefined output
classes [15]. In contrast, text-to-text models are trained to generate
textual sequences. Consequently, these models may generate an
unexpected output, which is considered a prediction error.

In this context, the input text sequence, which we will call x,
is defined as “<task_prefix>: <input_text>”, where <task_prefix>
identifies the task to be performed by the model. On the other
hand, the output text sequence § will be of the form “<target>”,
where <target> corresponds to the desired output. If we take a
sentiment analysis task as example, the sequence would be: x =
“sentiment analysis: terrible product” and §j = “negative”. The
Text-to-Text Transfer Transformer (T5) model is one of the most
popular models under this paradigm [56], and it achieved state-
of-the-art results in many NLP tasks [71]. While there exist other
text-to-text models, such as BART [33], prior research indicates that
it performs worse than T5 in terms of explanation generation [18].
These models are pre-trained, providing us with a robust base that
we can further finetune under either the single-step or two-steps
approaches discussed below for generating explanations.

3.2.1 Single-step. Narang et al. [43] explored how to teach text-to-
text models to produce both classification and explanation. For that,
they introduced an extension of T5 called WT5 ("Why T5?"). To use
this method, the keyword “explain” is simply added to the input
X, preceded by “<task_prefix>”. The target § is appended with
the phrase “explanation: <explanation>".Using this template, we
adapted it to our task resulting in the new input/output format:

x = “explain symptom post: <post_text>”
7 = “<target> [explanation: <explanation;>] ...
... [explanation: <explanationp>]"
The hard brackets denote potentially multiple explanation sen-
tences. An example of input could be “explain symptom post: I
absolutely hate myself (...) And I hate how I feel the need to

burden other people with this. I am so whiny, so disgustingly
insensitive (...)” 2. Its corresponding target output would be

2Full-length post is paraphrased and redacted for clarity and space reasons.



“positive explanation: I absolutely hate myself explanation:
I am so whiny, so disgustingly insensitive”. Thus, in one step,
users’ posts can be both classified and extractive explained accord-
ing to whether they indicate depressive symptoms or not. Part a)
in Figure 1 illustrates this approach, which we use to build two of
our systems: WT5 and WBART. Our WT5 system replicates the
research of Narang et al. that we just briefly discussed, while our
WBART system extends the same idea but to the BART model [18].

3.22 Two-steps pipeline. Alternatively, rather than training a sin-
gle model to execute both classification and explanation, we propose
a two-steps pipeline. In this approach, one model is initially em-
ployed for classification, followed by the use of a different model for
explanation. We develop three of our systems using this method-
ology: T5 + T5, BERT + T5, and MBERT + T5. This process is
depicted in part b) of Figure 1. Next, we define the stages of classi-
fication and explanation as they occur in this pipeline.

Classification. In alignment with recent studies, we conduct ex-
periments with various types of pre-trained language models to
investigate their capabilities in terms of classification [45, 76, 77].
These models constitute the classification module and their sole
responsibility is to determine whether a post is indicative of a de-
pressive symptom. Firstly, we fine-tune a T5 model with the aim of
generating classification labels in a text format [56]. Secondly, we
explore the utility of BERT-based architectures, utilizing the pre-
trained BERT base uncased model [15]. Additionally, we finetuned
MentalBERT (MBERT), a model purposely pre-trained for mental
health applications using data compiled from various subreddits
related to mental disorders [28].

Explanation. For the explanation module, we finetuned a T5
model responsible for explaining the evidence for those posts deemed
positive by the classification models. As previously commented, we
only trained this model to generate explanations for positive posts.
Negative posts are discarded and do not enter in the second stage
of the two-steps pipeline.

3.3 In-context Learning with LLMs

In-context learning offers a valuable alternative to finetuning LLMs
without directly modifying their parameters, instead guiding them
to specific behaviours within a given context [6]. We employed this
technique to instruct recent conversational LLMs to perform fol-
lowing our proposed single-step approach (classify + explain). More
specifically, we used Vicuna-13B [12] and GPT-3.5 Turbo [49].
Using specific guidelines, we instructed the models to act as expert
annotators responsible for detecting signs of depressive symptoms
in user posts 3. Additionally, they must justify their decisions by
quoting relevant excerpts from the original text. This approach
aims to replicate the methodology discussed earlier, which outlined
the process of finetuning text-to-text models for explanation.

4 EXPERIMENTS

In this section, we describe the experiments conducted to evaluate
the effectiveness of our approaches for symptom detection and

30ur guidelines are available at: coming soon.
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Table 1: Statistics of the positive instances of our explain-
ability dataset. Average length of posts/explanations are ex-
pressed as tokens.

BDI-Sen PsySym

Number of posts 357 752
Number of explanations 546 764
Avg. number of expls. per post 1.53 1.02
Avg. length of post (in tokens) 127 515
Avg. length of explanation 13.76 13.44

Table 2: Settings considered in our experiments by combining
the BDI-Sen and PsySym datasets.

Training Test

Setting

Dataset @/© Avg. expls. Dataset

B-B  BDI-Sen 285/285  1.48
B-P  BDI-Sen 285/285  1.48
P-P  PsySym 601/601 1.01  PsySym 151/753  1.02
P-B PsySym 601/601 1.01  BDI-Sen 72/359 1.72
M-M Mix 886/886  1.16 Mix 223/1112 1.25

®/6  Avg. expls.

BDI-Sen 72/359  1.72
PsySym 151/753  1.02

explanation over social media content. We present the datasets uti-
lized, followed by a description of the experimental configurations
and training details. Subsequently, we explore the metrics employed
to measure the performance of our methods, encompassing both
offline evaluations and those involving human experts.

4.1 Datasets

In this work, we considered the symptoms of the BDI-II clinical
questionnaire [4]. The BDI-II covers 21 recognized symptoms, such
as pessimism, sleep problems or self-dislike. We have decided to
align with the BDI-II symptoms by its widespread adoption in clin-
ical practice [26] and its presence in prior literature concerning
depression detection on the Internet [13, 44, 52, 55, 77]. We ob-
tained the symptom evidence sentences from the BDI-Sen [53] and
PsySym [76] resources. Both datasets consist of symptom-annotated
sentences for depression sourced from the Reddit platform. BDI-Sen
comprises relevant sentences related to the 21 symptoms covered
in the BDI-II, while PsySym includes 14 main symptoms covered
within the Diagnostic and Statistical Manual of Mental Disorders
(DSM-5) [47]. Table 1 presents the statistics of the positive posts
from the datasets. In addition to positive posts, we also included
control instances in the experiments. We selected random control
sentences from the datasets, totalling 1998 control posts. In Sec-
tion 7, we comment on the anonymization and ethical use of the
data.

The datasets comprise two different data sources. Thus, for our
experiments, we can define five different settings for train and test
sets by combining both resources. Initially, for both BDI-Sen and
PsySym, we split their data 80-20 into training and test sets. Then,
we fill these splits with control samples from PsySym with ratios 1:1
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for training set and ~ 1:5 for the test set’. Table 2 illustrates the five
different settings we consider, where we test each dataset on itself,
and also using as test the other one to evaluate if it can generalize
correctly. In the last setting (M-M), we merge both datasets.

4.2 Experimental Settings

4.2.1 Single-step. We finetuned two different text-to-text models
for the single-step variant (WT5 and WBART), as well as the two
previously described conversational LLMs (Vicuna-13B and GPT-
3.5). For WT5, we adhere to the training procedure proposed in
the WT5 framework by Narang et al. [43]. We conducted 40 epochs
of fine-tuning to adapt the pre-trained t5-large configuration for
our classify + explain task, with the AdaFactor optimizer and a con-
stant learning rate of 0.001. Sequence lengths were set to 2048 and
512 tokens for the inputs and the outputs, respectively. Regarding
WBART, we also pre-trained the bart-large model. In this case,
we used the default values for the learning rate and the optimizer
hyperparameters. The maximum lengths of the source and target
sequences were halved compared to WT5. This is due to compu-
tational constraints. We used NVIDIA A100-SXM4 80GB GPUs to
train and test these models. For Vicuna-13B, we hosted an instance
on a NVIDIA RTX A6000 48GB. We consumed GPT-3.5 via API
calls. The latter two models were instructed using the in-context
learning strategy described in Subsection 3.3 with 30 positive and
30 control samples randomly chosen.

4.2.2  Two-steps. First, we used two BERT-based models for text
classification: BERT base, and MBERT base, following the exist-
ing implementations from the HuggingFace library without any
additional hyperparameter tuning. The learning rate was 2e~> dur-
ing 20 epochs and a batch size of 32. We also finetuned a T5 on its
t5-1arge configuration for text classification by generating labels in
textual form. For explanations, we used another t5-1arge to explain
the symptoms presence. The parameters used to finetune the T5
models were the same as those used for WT5, with same sequence
lengths. As a result, we constructed three different variants within
this approach: T5 + T5, BERT + T5, and MBERT + T5.

4.3 Evaluation

4.3.1 Classification. To evaluate the classification performance of
our systems, we consider micro-averaged F1 due to the unbalanced
nature of the datasets. By using micro-F1, we account for the im-
portance of each instance, giving more weight to the minority class
(positive). Additionally, we include the number of true positives
(TPs) to gain insight into the actual number of correctly identified
positive instances. This information is particularly significant since
our systems only generate explanations for the positive samples.

4.3.2 Explanation. LLMs can generate text unsupported by the
input and inaccurate, a phenomenon called “hallucination” [29].
In the clinical domain, where the validity and truthfulness of the
explanations extracted are crucial [70], the generated texts’ relia-
bility is essential. To ensure the trustworthiness of the generated
explanations, we complement classical offline metrics with expert-
in-the-loop evaluation performed with three domain experts.

4We include more control sentences in the test set to replicate real scenarios, where
there are many more negatives examples than positive ones.

Offline. We employed three offline metrics: ROUGE-L-F1 [34],
Corpus BLEU [51], and Token F1 [16], each offering different evalu-
ation perspectives. All these metrics compare the generated expla-
nations with the text reference considered as golden truth. ROUGE
emphasizes content overlap, ensuring that the generated output
captures essential information from the references. On the other
hand, BLEU focuses on fluency and adequacy, assessing the lin-
guistic quality and alignment with references. Since these metrics
effectively measure the quality of the generated text by comparing
it against reference hypotheses, ROUGE and BLEU can evaluate
the quality of our explanations while still allowing some paraphras-
ing. This flexibility can be beneficial when the explanation text
slightly differs from the ground truth yet conveys the same mean-
ing. Additionally, Token F1 measures which input tokens labelled
as an explanation in the ground truth are present in the generated
one. Thus, Token F1 score is computed through a token-by-token
analysis, identifying if the tokens generated are the same as the
references.

Expert-in-the-loop. We also performed an online evaluation using
three domain experts to assess the practical utility and clinical
relevance of the generated explanations. The evaluators consisted of
two psychologists and a speech therapist. To ensure the consistency
of judgments, we organized training sessions with the evaluators
during which we discussed the criteria for relevance and established
a consensus on samples of both positive and negative explanations.
An explanation was considered relevant if it successfully provided
evidence for the presence of a depressive symptom in the post.
We provided the experts with explanations generated by our WT5
model variant under the M-M setting (see Table 3), leading to a
total of 209 explanations being evaluated. We chose this setting
because it includes both datasets and selected WT5 since it was the
best performing model in this scenario.

5 RESULTS AND DISCUSSION

In this section, we present the results of the experiments designed
to address the four research questions posed in the introduction.

5.1 RQ1: Can we train transformers models to
detect and explain depressive symptoms?

5.1.1 Symptoms classification. The results presented in Table 3 con-
firm that we may train transformer architectures to detect traces of
depression symptoms in social media posts. Across the different set-
tings, the lowest-performing model achieved 0.86 of classification
accuracy, and our finetuned models outperformed the instructed
conversational LLMs (Vicuna and GPT-3.5). We observe the best
classification figures in the P-P setting (training and testing in
PsySym dataset), with all those models achieving over 0.97 F1 val-
ues. Table 3 also provides insights into how the models generalise
when tested on a different dataset (the B-P and P-B settings). We ob-
serve bad generalisation in the case of the P-B setting. For instance,
the MBERT + T5 model achieved an F1 of 0.98 when trained and
tested on the PsySym dataset (P-P setting). Meanwhile, its perfor-
mance dropped to 0.90 when tested on the BDI-Sen dataset (P-B
setting). However, in the M-M setting, the trained models obtained
an F1 greater than 0.94.



Table 3: Results of our methods in different settings. All met-
rics considered are in the range 0-1, except for true positives,
which are an integer. Higher values indicate better perfor-
mance.

Setting System F1 TPs ROUGE BLEU TF1
WT5 091 68 0.62 0.53  0.48
WBART 0.88 68 0.60 0.53 048
T5 +T5 093 67 0.69 0.55 0.54

B-B BERT + T5 0.95 58 0.75 0.61 0.60
MBERT +T5 0.92 65 0.72 0.58 0.58

Vicuna-13B  0.73 41 0.42 0.22 0.34

GPT-3.5 082 62 0.55 042 045
WT5 0.87 125 0.31 0.22 0.10
WBART 0.86 134 0.22 0.15 0.10
T5 +T5 0.86 79 0.35 0.23 0.12

B-P  BERT + T5 091 79 0.34 0.22 0.12
MBERT + T5 0.92 144 0.29 0.18 0.10

Vicuna-13B  0.78 140 0.14 0.06 0.11

GPT-3.5 0.87 151 0.17 0.08 0.10
WT5 0.98 143 0.53 0.43 047
WBART 098 149  0.56 0.53 0.51
T5+T5 0.98 145 0.45 034 0.38

P-P BERT + T5 0.97 150 0.47 036  0.38
MBERT + T5 0.98 149 0.45 035 0.38

Vicuna-13B  0.69 150 0.15 0.08  0.09

GPT-3.5 0.94 151 0.21 0.11  0.11
WT5 0.89 35 0.61 0.61 046
WBART 0.89 35 0.71 0.68 0.51
T5 +T5 0.89 40 0.61 0.60 045

P-B BERT + T5 091 48 0.57 0.57 0.42
MBERT + T5 0.90 42 0.61 0.58 0.45

Vicuna-13B  0.62 53 0.36 0.19 0.23

GPT-3.5 0.85 49 0.53 0.34 0.36
WT5 0.95 209 0.57 0.54 0.50
WBART 094 211 0.53 0.47 048
T5 +T5 0.95 206 0.54 0.51 0.46

M-M  BERT + T5 0.95 211 0.54 0.51 0.46
MBERT + T5 0.96 211 0.54 0.51 045

Vicuna-13B  0.59 195 0.22 0.10 0.14
GPT-3.5 0.91 200 0.28 0.17  0.19

To further analyse that generalisation problem, we illustrate the
distribution of true and false predictions of the systems in Figure 2.
As observed in the confusion matrices °, the models have a high
ratio of true positives, with the majority identifying over 90% of

Due to clarity and space constraints, not all systems have been shown.
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the positive instances. Furthermore, the ratio of false negatives
is remarkably small. However, we can again observe significant
deviation in these trends in the matrix for the P-B setting. Here we
can see the reason for that problem: the PsySym dataset covers 14
symptoms of depression, while BDI-Sen includes all 21 symptoms of
the BDI-IL In the P-B setting, not all symptoms of BDI-Sen have been
seen during training, leading to a substantially higher false positive
number. This finding highlights the potential generalisation issues
these models may encounter regarding the data used for training.
False negatives are a crucial metric for clinical applications. In
clinical practice, false negatives carry great significance. Failing to
identify an individual at risk has far more severe implications than
falsely identifying a healthy person (false positives).

5.1.2  Symptoms explanation. Regarding explanation quality, of-
fline metrics and human evaluation results indicate promising re-
sults. Once again, the trained models outperform the most recent
LLMs. The figures for explanation quality indicate that generating
explanations is more challenging than the classification task. As
previously stated (§3.1), it is crucial to bear in mind that we generate
explanations only for positive cases. Hence, the explanation quality
numbers have to be jointly considered with the number of true
positives (refer to the TPs column in Table 3). When considering
the offline metrics (ROUGE, BLEU, and TF1), the fairest comparison
can be made in the M-M setting, since it is the largest setting and
provides a similar number of TPs cases for all models. Here, WT5
emerges as the top performer, achieving a ROUGE-L F1-score of
0.57. The two-step models also perform closely to the single-step
models (WT5 and WBART) in nearly all settings. In the B-B setting,
where the numbers of true positives are also roughly similar, they
outperform the single-step models.

In terms of human evaluation, we presented the explanations
generated by our WT5 model in the M-M setting to three domain
experts, with 209 explanations provided to each of them. Table 4
provides four examples of positive predictions along with their
generated explanations. The first three rows correspond to relevant
explanations, since the three human assessors considered them
as relevant. The last row shows a non-relevant explanation. In
this case, while it appears to be topically related to a symptom of
depression (Suicidal ideas), the experts classified it as non-relevant,
as it does not provide any information about the symptom. Overall,
the three assessors found 73%, 53%, and 77% of the explanations
relevant and clinically useful, resulting in an average of 68%.

A more granular inspection of the assessors’ annotations in-
dicates that, out of 209 explanations, 154 were deemed clinically
useful by at least two of the three assessors. In terms of total consen-
sus, which is an important factor as it unambiguously confirms or
rejects the practical utility of an explanation, we find that assessors
agreed on the non-relevance of 25 explanations and the relevance
of 86. Achieving high agreement in the mental health domain is
challenging [38, 41, 53, 76]. Even so, in our expert evaluation we can
observe similar trends to the results of the annotation process of the
BDI-Sen dataset [53]. The presence of varying opinions among men-
tal health professionals regarding certain explanations underlines
the necessity for professional interpretation of the model outputs.
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Table 4: Each row presents an example of positive predictions in the M-M setting using the WT5 model. Explanations are

highlighted as judged by the assessors. The Relevant column displays the relevance labels after the human assessment.

Samples have been paraphrased for privacy and shortened for clarity.

Input post Relevant

(...) I want to start a business one moment, then pay out my IRA and travel throughout Europe. I do not comprehend who I am.

My short-term memory is terrible, and I can not concentrate . I'm unsure of what to do. You guys are going to advise some really 1
fantastic actions for me to pursue, but ultimately I lack the willpower or energy to carry out your advice.
Recently, I have been having a lot of difficulty with this. [T have been depressed, worried, or ill since I was a child . Like my youth has
been taken from me. As a last-ditch effort to feel like a person once more, I am actually considering seeing a naturopathic physician. Anyway, 1
I hope you soon feel better.
I abhor myself to the core. Even reading back through Reddit postings I posted a few days ago makes me want to commit
suicide. I am such a disgusting waste of life — useless, unproductive, and with a future that is already in uncertainty . And the 1
fact that Im feeling this way on spring break is something I detest so fiercely. (. ..)

(...) how EMTs and first responders are looking after them, and how those individuals should persevere to witness another day.

Nonetheless, I find myself unable to avoid fall into thoughts about someone’s death . This triggers memories of my own expe- 0

riences and how I might find myself in that person’s position (.. .)
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Figure 2: Confusion matrices showing the predictions accu-
racy for the proposed settings and WT5, WBART, MBERT
and GPT-3.5 systems.

5.2 RQ2: How many labels are needed to
generate good explanations?

Data labelled by domain experts is scarce and onerous, especially
in the mental health domain [24, 38]. Therefore, we decided to
investigate the impact of the number of labelled examples on the
quality of explanations for depressive symptom detection. For that,
we trained different models with a gradually larger number of
examples in the M-M setting. With 886 explanations available in the
training set, we compared the models’ performance using subsets of
100, 200, 400, and 800 training samples. Figure 3 presents the results
for the three evaluation metrics (ROUGE, BLEU, and TF1). As shown
in the figure, there is a quasi-linear improvement in the number
of training instances for all metrics and models. For instance, with
only 100 explanations, the models achieve approximately half the
performance compared to the entire training split. For completeness,
we also investigated the performance of the classification task. We
observed much robust behaviour for it. From 200 samples onwards,
the F1 is higher than 0.9 for every model. This supports the idea that
labels’ quantity (and quality) are much more critical for explanation
than classification.

5.3 ROQ3: Single-step vs Two-steps

Through our experimentation, we conducted a comparative anal-
ysis of models trained to perform the classify + explain tasks in
a single step (WT5 and WBART) against those operating in two
separate steps (T5 + T5, BERT + T5, MBERT + T5). Regarding the
classification task, the two-step models exhibited a slight advantage.
Specifically, the BERT-based models consistently outperformed the
other models, with MBERT achieving the best classification perfor-
mance in three of the five settings. This performance improvement
is reasonable, given that MBERT was the only model specifically
pre-trained on corpora related to mental health domain [28]. Re-
garding explanation, to ensure a fair comparison, we focused on
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Figure 3: Offline metrics in relation to the quantity of explanations kept in the training data for the M-M setting.

settings with a similar number of true positives (TPs), which led us
to consider the P-P and M-M settings. In both cases, the models with
the best explanations were WT5 and WBART. These findings align
with previous research, suggesting that classifying and explaining
in the same step can contribute to higher-quality explanations [43].

5.4 RQ4: Conversational LLMs performance

We evaluated the performance of two recent conversational LLMs,
Vicuna and GPT-3.5, in detecting and explaining depressive symp-
toms. The overall results presented in Table 3 indicate that Vicuna
and GPT-3.5 achieved lower performance than the fine-tuned sys-
tems in classification and explanation tasks. Specifically, Vicuna
obtained F1 values significantly below the rest of the models for
classification and explanation. On the other hand, GPT-3.5’s classi-
fication performance is closer to the other models. The quality of
explanations generated by both LLMs is still inferior, with GPT-3.5
achieving better results than Vicuna. Despite these results, it is
important to consider that we only used 30 positive and negative
examples to guide these two systems through in-context learning
(we have context token limits). This limited exposure to examples
for the new task might have contributed to their relatively lower
performance. Moreover, recent studies have shown the variabil-
ity in the performance of these models depending on the prompts
quality [74, 78].

6 CONCLUSIONS AND FUTURE WORK

This paper presents promising findings on the use of a text-to-
text pipeline to classify and explain the presence of depressive
symptoms on social media. Our models demonstrate high accuracy
in their classification. Furthermore, the expert-in-the-loop evalu-
ations further underscore the practicality and readability of the
models’ generated explanations. A comparison of the single-setp
approach versus the two-steps (separate classification and expla-
nation) method reveals that a unified framework is a viable and
effective solution. Our study enriches the expanding field of ex-
plainable Al in mental health applications. By offering healthcare
systems models capable of explaining their decision-making pro-
cess, we allow clinicians to understand the automated reasoning
and build trust in the outputs of these models.

A limitation of this study is that the data examined comes from
a single social media platform. As future work, it would be valu-
able to apply our approach across diverse platforms, languages,
and cultures to evaluate its cross-cultural applicability. While we
presented an extractive approach for generating explanations, our
discussions with domain experts have revealed the potential to
create abstract explanations, matching the way one expert would
explain the existence of depressive symptoms to another. Moreover,
it might be advantageous to identify the precise symptom present
in positive posts, leaving behind the actual binary paradigm and
defining a new multi-class approach. We believe the creation of
models capable of explaining the detection of clinical markers is a
critical first step towards developing sophisticated natural language
explanations for depression detection models.

7 ETHICAL AND ENVIRONMENTAL ASPECTS

The data used in our study were obtained from publicly accessible
sources, adhering to the exempt status under title 45 CFR §46.104.
The use of both the BDI-Sen and PsySym datasets was accomplished
in full compliance with their respective data usage policies. To main-
tain privacy, we implemented measures to ensure that any personal
information was unidentifiable and all users remained anonymous.
The data used were sourced from Reddit, and we strictly conformed
to all terms specified by this platform. For the human evaluation,
even though the assessors were domain experts, they were not
subjected to any imposed time restrictions, and reported no adverse
effects post-evaluation. Importantly, it must be emphasized that the
systems described in this study are intended to complement the
work of healthcare professionals, not replace them. The develop-
ment of such technologies necessitates a cautious approach, with
a continuous emphasis on their ethical use and a firm respect for
patient privacy and autonomy.

The experiments for this study were conducted using our private
infrastructure, with a carbon efficiency of 0.432 kgCOzeq/kWh,
which reflects the OECD’s 2014 yearly average. The resources
utilised included 10 hours of computation on an RTX A6000 device
(with a TDP of 300W) and 50 hours on an A100 PCIe 40/80GB de-
vice (with a TDP of 250W). Total emissions are estimated to be 6.7
kgCOzeq. To provide some perspective, this is equivalent to driving
an average car for 27 kilometres. These figures were determined
with the assistance of the MachineLearning Impact Calculator [31].
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